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Abstract

The results of this paper should be taken as a cautionary tale by mechanism designers. While the mechanisms that economists design are typically in the form of static one-shot games, in the real world mechanisms are used repeatedly by generations of agents who engage in the mechanism for a short period of time and then pass on advice to their successors. Hence, behavior evolves via social learning and may diverge dramatically from that envisioned by the designer. We demonstrate that this is true of school matching mechanisms, even those, like the Gale-Shapley Deferred-Acceptance mechanism where truth-telling is a dominant strategy.
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1 Introduction

Economic mechanisms, once in place, tend to have a life of their own. Once a mechanism (like a school-matching mechanism) is in place it tends to be used by a series of agents who use the mechanism for a while and are then replaced by later generations of agents who do likewise. For example, in school matching each year one cohort of parents engage in a match only to be replaced by another generation in the succeeding year. Intergenerational advice is passed on from one year or generation to the next so that how the time-$t$ generation behaves is, in part, a function of the conventional wisdom they inherit from their predecessors.\footnote{In Ding and Schotter (forthcoming) we make a distinction between advice that flows between contemporaneous parents in a school matching program during the year their children are involved (what we call horizontal advice) and advice passed down from previous generations of parents who have used the mechanism in the past (what we call vertical advice). This paper concentrates on vertical advice while Ding and Schotter (forthcoming) focuses on horizontal advice via social networks.} If the agents learn to behave in accordance with the equilibrium predictions of the static theory, then that advice will be passed down and observed behavior will be consistent with the theory. However, because people have limited contact with the mechanism (most parents engage in it once or perhaps twice), what is learned and passed on need not be consistent with the predictions of the theory (or even represent a best response to previous experience). It is in this sense that mechanisms may take on a life of their own independent of the underlying theory.

In this paper we make a simple comparison. We run two school matching mechanisms, the Gale-Shapley Deferred-Acceptance mechanism and the Boston mechanism, under two different treatments. In one treatment groups of 5 subjects engage in a matching mechanism where three different types of objects are being allocated and do so for 20 rounds with random matching after each round. In other words, subjects are allowed to repeat playing with the mechanisms 20 times and presumably are able to learn how best to behave. In a second treatment with different subjects, 20 independent generations of subjects engage in the matching mechanism once and only once but pass on advice to their successors after each generation as to how to behave. In these treatments the only source of learning is via intergenerational advice. (Each generation has incentives to pass on payoff-maximizing advice since each subject in a generation gets a payoff equal to what he earns during his lifetime plus $1/2$ of what his successor earns.)

We find that, when the Gale-Shapley mechanism is used, the evolution of behavior is very different when we compare the time path of play across our two treatments. For example, when the same subjects repeatedly play in the Gale-Shapley mechanism (a mechanism where truth-telling is a dominant strategy), the fraction of subjects who report their truthful preferences increases monotonically over time so that in the last five rounds 77.14\% of subjects report the truth compared to 64.57\% in the first five rounds.
Surprisingly, the opposite is true in our intergenerational Gale-Shapley treatment where the fraction of subjects telling the truth falls from 72.00% in the first five rounds to 44.00% in the last five rounds. This difference is significant because outside the lab, when a school choice mechanism is used, it is more likely to be used in a setting where advice is passed on in an intergenerational manner rather than where people engage in the mechanism repeatedly over their lifetime. As we have mentioned, typically people use a school matching mechanism once or twice in their life but then advise their friends who succeed them as to how to behave. If either result is likely to be externally valid it is probably the intergenerational result since that treatment most closely mimics the environment where such mechanisms are used.

Ironically, as time progresses, subjects in the intergenerational Gale-Shapley treatment captures 96.67% of the available surplus (i.e., the first-best payoff sum), which is significantly greater than those captured by subjects in both the repeated Gale-Shapley treatment and the two Boston treatments. In other words, while subjects in the intergenerational Gale-Shapley treatment do not learn their dominant strategy, they still outperform their cohorts in the repeated Gale-Shapley treatment. (The Gale-Shapley mechanism, while determining stable outcomes, does not guarantee efficient outcomes.)

When the Boston mechanism is used there exists no statistically significant difference between our repeated and intergenerational treatments. The fraction of subjects reporting the truth in the first five rounds (generations) are 56.00% and 48.00% in the repeated and intergenerational treatments, respectively, while in the last five rounds (generations) those percentages are 62.00% and 72.00%, respectively. The fractions of truth-telling increase in both the treatments, and there is no statistically significant divergence in behavior across these treatments.

The lesson learned by these results is similar to that of Ding and Schotter (forthcoming) where advice was passed on between contemporaneous subjects via social networks rather than intergenerationally, and is that, when one tries to test the performance of a matching (or other) mechanism, one must be careful to test it in the environment similar to the one where the mechanism functions in the real world rather than the one envisioned by theory. In our experiments we consider the relevant behavior of subjects to be that behavior displayed by our subjects at the end (last five or ten rounds) of their generational participation rather than either their first round behavior or that behavior observed after 20 rounds of repeated play. After a mechanism is used in the real world participants in the mechanism develop a sense of conventional play and that play gets transmitted across generations. While the wisdom passed down may vary across different groups of people who use the mechanism, the object of interest is the convention created which may be very different from what subjects might learn by themselves after enough
experience.

Because our intergenerational experimental results are based on only one time series each for our Boston and Gale-Shapley treatments (albeit generated by the behavior of 100 largely independent subjects in each treatment), later in the paper we present two learning models describing behavior in each of our treatments, estimate them structurally, and then use the resulting parameter estimates to simulate behavior in each of our four treatments. We find that while the qualitative behavior across treatments remains intact, with the repeated Gale-Shapley mechanism exhibiting the most truth-telling behavior of all treatments and significantly more than the intergenerational Gale-Shapley mechanism, the fraction of subjects predicted to tell the truth is higher in the simulation than in our intergenerational experiment.

In the remainder of this paper we proceed as follows. In Section 2 we describe our experimental design, while in Section 3 we present our results. Section 4 provides an explanation of our results, while in Section 5 we formalize this explanation by presenting two learning models, estimating them structurally, and then using the estimated parameters in a simulation. Section 6 investigates advice giving and advice following behavior, while Section 7 provides a brief discussion of verbal advice given by our subjects. Section 8 offers a short literature review. Finally, Section 9 presents our conclusions.

2 Experimental Design

All our experiments were conducted in the experimental laboratory of the Center for Experimental Social Science at New York University. Two hundred seventy-five students were recruited from the general undergraduate population of the university using the CESS recruitment software. The experiment was programmed using the z-tree programming software (Fischbacher, 2007). The typical experiment lasted about an hour with average earnings of $24.38. Subjects were paid in an experimental currency called Experimental Currency Units (ECU’s) and these units were converted into U.S. dollars at a rate specified in the instructions. To standardize the presentation of the instructions, instead of reading the instructions, after the students had looked the instructions over, we showed a pre-recorded audio which read them out loud and simultaneously projected the written text on a screen in front of the room. The audio for one treatment can be downloaded at https://goo.gl/mbohR4, while the printed instructions are available in Appendix A.

The experiment has four treatments which differ according to whether the subjects use the Boston or the Gale-Shapley Deferred Acceptance mechanisms and by whether they are allowed to repeat the experiment 20 times, with random matching between each
round, or whether they can perform the experiment only once and then pass on advice to subjects who replace them in the mechanism. In the intergenerational treatments, subjects receive a payoff equal to the payoff they receive during their one-period lifetime as well as a sum equal to $1/2$ of the payoff of their immediate successors. This ensures that they are incentivized to pass off payoff maximizing advice.²

In any session of our treatments we recruit 20 subjects (some sessions have fewer due to lack of attendance) and when they arrive in the lab we randomly allocate them to groups of five designated Type 1, Type 2, Type 3, Type 4 and Type 5. Hence, in any given session there are four subjects of each type. Within each group there are 5 objects grouped into three types which are called Object A, Object B, and Object C. In total there are 2 units of Object A, 2 units of Object B and 1 unit of Object C.

Preferences are then induced on the subjects by informing each of them about his ordinal preference over objects (see Table 1) and the fact that subjects would receive 24 ECU if they are allocated their first-best object, 16 ECU if they receive their second-best object, and 4 ECU if they receive their third-best object.

Table 1 presents the full preference matrix of our subject types. These preferences are the same for all our experimental sessions.

<table>
<thead>
<tr>
<th>Student Preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1 2 3 4 5</td>
</tr>
<tr>
<td>1st Preferred</td>
</tr>
<tr>
<td>C C C A A</td>
</tr>
<tr>
<td>2nd Preferred</td>
</tr>
<tr>
<td>A A B B C</td>
</tr>
<tr>
<td>3rd Preferred</td>
</tr>
<tr>
<td>B B A C B</td>
</tr>
</tbody>
</table>

In the experiment subjects are matched to objects using one of two different matching mechanisms: the Boston or the Gale-Shapley mechanisms. This is done by having each subject enter a ranking of the objects as an input to the mechanism algorithm and then allowing the algorithm to do the matching.

In addition to the preferences each subject is endowed with, some are also endowed with a priority in the allocation of certain objects. In all treatments, it is common knowledge that Types 1 and 2 are given priority for Object A, while Type 3 is given priority for Object B and Types 4 and 5 are not given priority for any objects. When the number of subjects of equal priority applying for an object is greater than the number of objects available, the algorithm employs a lottery to break ties.³ Note that Types 1 and

²We also administered a Holt-Laury risk aversion test to our subjects but do not use its results for any of our analysis since it is not of use in explaining our results.

³In our experiment we use a single lottery instead of object specific lotteries to break ties.
2 are identical with respect to both their preferences and priorities.

Subjects are told their own types and matching payoffs for each object as well as a priority table, but they do not know the types or the object payoffs of any subjects other than themselves. They are then required to state their rankings over objects. Based on the information subjects provide, one of the matching algorithms (either the Boston or the Gale-Shapley mechanism) determines the allocation outcome. Each subject is matched to one and only one object. All parameters, preferences and priorities are identical to those used in Ding and Schotter (forthcoming) high preference intensity treatments where advice was offered between contemporaneous subjects via social networks rather than intergenerationally.

The two mechanisms used can be described as follows:

2.1 Boston Mechanism

Step 1) Only the first choices of the students are considered. For each school, consider the students who have listed it as their first choice, and assign the seats in the school to these students one at a time following the school’s priority order until either there are no seats left or there are no students left who have listed it as their first choice.

In general, at

Step k) Consider the remaining students. Only the kth choices of these students are considered. For each school with still available seats, consider the students who have listed it as their kth choice, and assign the remaining seats to these students one at a time according to priority until either there are no seats left or there are no students left who have listed it as their kth choice. The algorithm terminates either when there are no new proposals, or when all rejected students have exhausted their preference lists.

This mechanism, while widely used, is not strategy-proof.

2.2 Gale-Shapley Deferred Acceptance Mechanism

Step 1) Each student proposes to his first choice. Each school tentatively assigns its seats to its proposers one at a time following its priority order until either there are no seats left or there are no students left who have listed it as their first choice.

In general, at

Step k) Each student who was rejected in the previous step proposes to his next choice. Each school considers the students who have been held together with its new proposers, and tentatively assigns its seats to these students one at a time according to priority, until either there are no students left who have proposed or all seats are exhausted. In the latter case, any remaining proposers beyond the capacity are rejected. The algorithm
terminates either when there are no new proposals, or when all rejected students have exhausted their preference lists.

The Gale-Shapley mechanism is strategy-proof regardless of information structures. Though it generally does not guarantee Pareto-optimal results, it does determine student-optimal stable matches when students and schools have strict preferences (see Dubins and Freedman, 1981; and Roth, 1982), i.e., no other stable assignment Pareto dominates the outcome produced by the Gale-Shapley mechanism, although this outcome might be Pareto dominated by some unstable assignments. In our experimental design we consider coarse priorities.

For each mechanism we run two treatments which we call the Repeated and the Intergenerational treatments. In the repeated treatment subjects repeatedly engage in the matching mechanisms 20 times with random matching of subjects after each round. Subjects retain their types in each round. At the end of the experiment, one of the 20 rounds is drawn for payment. In the intergenerational experiment, after subjects are allocated into groups of five and given a type, each group is randomly assigned a number from 1 to 4. Subjects in Group 1 will play the matching game first. After they finish, they are replaced by subjects of their own types in Group 2 (their successors) who then engage in an identical decision problem among themselves. Similarly, after the participation of Group 2 subjects is over, they will be replaced by Group 3, and Group 3 will be replaced by Group 4. Group 4 subjects will be replaced by Group 5 subjects, but since we only recruit 20 subjects, their successors will be the first group in the next experimental session. Hence, the experiment extends beyond the session being run. In both the treatments, after each round (generation) subjects are informed only about their own outcomes and payoffs.

After a subject is done with his part in the experiment and knows the outcome of his match, he is asked to give advice to that subject in the next group who will be his successor. Each subject has a successor of his own type so subjects of Type 1 give advice to successors of Type 1, and the same for Types 2 to 5. The advice given is of two forms. First, the subject actually enters a preference ranking into the advice box which is the preference ranking he suggests that his successor uses. In addition, subjects are allowed to write a free-form message to explain the rationale behind this suggestion. Hence, except for the first generation, each generation is presented with advice before they enter their preference rankings. The payoff of a subject is equal to the payoff he receives for his match plus an amount equal to 1/2 of the payoff of his successor. When all four groups in a session are done, each is paid for their participation with the last group told that they would receive the second portion of their payoffs after the next session is run and we know the payoff of each subject’s successor. When the 20th generation is done, since
there are no successors, all subjects are told that there will not be another session run and each is given a payoff equal to 1/2 of the mean payoff of the the 20th generation. Note that in this design we generate one time series of length 20 with each generation consisting of 5 subjects playing the matching game so that in total there are 100 subjects engaging in each intergenerational experiment.

Table 2 describes our experimental design:

Table 2: Experimental Design

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Learning Mode</th>
<th>Mechanism</th>
<th># of Rounds (Gen.)</th>
<th># of Sessions</th>
<th># of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Repeated</td>
<td>Boston</td>
<td>20</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>Intergenerational</td>
<td>Boston</td>
<td>20 (5 subjects per gen.)</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>Repeated</td>
<td>Gale-Shapley</td>
<td>20</td>
<td>2</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>Intergenerational</td>
<td>Gale-Shapley</td>
<td>20 (5 subjects per gen.)</td>
<td>8</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total:18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total: 275</td>
</tr>
</tbody>
</table>

3 Results

The main result of our experiment is that there is a qualitative and quantitative difference in the way subjects behave in our intergenerational and repeated treatments when the Gale-Shapley mechanism is used, but not so when our subjects use the Boston mechanism. More precisely, despite the fact that truth-telling is a dominant strategy in the Gale-Shapley mechanism, the fraction of subjects who report truthfully decreases monotonically over time in the intergenerational Gale-Shapley treatment where subjects wind up submitting significantly fewer truthful preferences in the last five generations of their interaction than do subjects in the last five generations or rounds of any of our other three treatments. However, the opposite is true when the Gale-Shapley mechanism is played repeatedly, since there the fraction of subjects reporting truthful preferences increases monotonically over time and in the last five rounds subjects wind up submitting significantly more truthful preferences than any of our other three treatments. This means that subjects learn very different lessons when the Gale-Shapley mechanism is played in a finitely repeated manner as opposed to intergenerationally.

This divergence is not seen when the Boston mechanism is used since the fraction of subjects reporting truthfully in the repeated Boston and intergenerational Boston treatments are similar during both the first and last five rounds (generations).

Despite their failure to report truthful preferences, however, subjects in the last five generations of the intergenerational Gale-Shapley experiment capture a higher percentage of the first-best allocation payoffs than do subjects in any of the other three treatments.
In the remainder of this section we will first present some descriptive evidence in support of our main results and then turn our attention to offering an explanation.

Figure 1: Fraction of Truth-telling in All Treatments

Figure 1(a) shows the fraction of subjects reporting truthful preferences over the 20 rounds (generations) of the repeated (intergenerational) Gale-Shapley treatments, while Figure 1(b) shows the same fractions for the Boston mechanism. Here rounds (generations) are placed on the horizontal axis and the fraction of subjects submitting truthful preferences on the vertical axis. Rounds or generations are aggregated into four bins aggregating behavior in rounds (generations) 1-5, 6-10, 11-15 and 16-20.\(^4\)

What is striking is how the fraction of subjects who report the truth in the intergenerational Gale-Shapley treatment monotonically decreases from the first five to last five generations while it monotonically increases in the repeated Gale-Shapley mechanism treatment. More precisely, while the fraction of subjects reporting truthful preferences in the repeated Gale-Shapley treatment increases from 0.65 to 0.77 over the 20 rounds of the experiment, the fraction reporting truthful preferences in the intergenerational Gale-Shapley treatment decreases from 0.72 to 0.44. The difference between the fraction of subjects who report truthfully across the last five rounds and generations of the repeated and intergenerational Gale-Shapley mechanisms is significant (the p-value reported by a Cramer-von Mises test is 0.0000).

No such difference exists when we look at the Boston mechanisms and compare behavior in the 20-round repeated and 20-generation intergenerational treatments. Here, while

\(^4\)Note that while in our repeated game experiments we aggregate over groups of five subjects every five rounds, in our intergeneration experiments, since we only have one time series, in each five-generation interval we aggregate over five different generations each containing five subjects.
truth-telling increases over the 20 rounds (generations) from 0.56 to 0.62 in the repeated Boston treatment and from 0.48 to 0.72 in the intergenerational Boston treatment, there is no difference between the fraction of subjects who report truthfully across the last five rounds and generations of these treatments (the p-value reported by a Cramer-von Mises test is 0.4244).

To evaluate the efficiency of mechanisms, we calculate the fraction of the available surplus (i.e., the first-best payoff sum) that is captured by subjects in each market. Figure 2(a) describes the efficiency captured by our Gale-Shapley mechanisms over time, while Figure 2(b) presents the efficiency for the Boston mechanism. One immediately obvious feature of Figure 2 is that over time the efficiency of our intergenerational Gale-Shapley mechanism approaches 96.67% which is significantly higher than the 86.67% efficiency attained by the repeated Gale-Shapley mechanism and the 86.67% and 87.40% captured in the intergenerational and repeated Boston treatments (the p-values reported by Wilcoxon rank sum tests are 0.0280, 0.0397 and 0.0457, respectively). In contrast, when the Boston mechanism is used, there is no significant difference between the repeated and intergenerational play during the last five rounds (the p-value reported by a Wilcoxon rank sum test is 0.8536).

Figure 2: Efficiency in All Treatments

It is interesting to note that subjects capture more surplus when they are less likely to report their true preferences in the intergenerational Gale-Shapley mechanism. This is possible because the Gale-Shapley mechanism usually does not produce the Pareto efficient matching outcomes. Rather, it produces the most efficient matches among all the stable assignments when students and schools have strict preferences.
4 Explaining our Results

From our description above it would appear that what needs to be explained is why truth-telling behavior diverges between the repeated and intergenerational Gale-Shapley treatments but not for the Boston treatments. In this section we provide one explanation which relies on a distinction between experiential and social learning.

The main idea driving our explanation is the difference between the type of learning that takes place across our repeated and intergenerational treatments. As is true in most experiments, we do not expect subjects to reach the equilibrium of the game they are playing in the first round of play. Rather they learn it as the game is repeated. When the game they are playing has a dominant-strategy (truth-telling) equilibrium, we expect that over time our subjects would converge on such an equilibrium. In fact, if our subjects learn using a reinforcement learning rule, as we will assume later, then as Beggs (2005) demonstrates, they should in fact converge to an all-truthful equilibrium. This is our expectation for the repeated Gale-Shapley mechanism.

However, when the matching game is played as an intergenerational game, we no longer expect such convergent behavior since, as we will see below, each subject plays the game only once and is forced to make a decision on the basis of his interpretation of the instructions and the advice he receives. In such an environment, the result of Beggs (2005) is no longer relevant and we should not expect the same type of convergence to truth-telling even when all subjects have dominant strategies. This is true because the lack of experience with the game and the stochasticity of advice and choice will introduce a large volatility in behavior which will disrupt convergence. Since volatility is destructive of convergence, the more volatility one observes the less likely we are to experience a truth-telling equilibrium. As a result, if we can document that there is more volatility in behavior in the intergenerational Gale-Shapley treatment than in the repeated Gale-Shapley treatment, we will go a long way in explaining the divergence we observe across these treatments.

While our discussion above explains why we experience a divergence in behavior between our Gale-Shapley repeated and intergenerational treatments, it does not explain why we fail to observe this divergence when the Boston mechanism is used since there, the fractions of subjects reporting truthfully in the last five rounds (generations) of the repeated and intergenerational treatments are not significantly different. The answer here is simple. In our experiment all mechanisms are performed by providing the subjects with limited information. While they know their own preferences and priority, they are given very scant information about the constellation of preferences they face. As such, they are not given enough information to construct the (full information) equilibrium and hence,
unlike the Gale-Shapley treatments, where truth-telling is dominant, it is not clear in
the Boston treatments what strategy is beneficial. As a result, there is no particular
advantage to playing the game repeatedly when the Boston mechanism is used. Despite
the increased volatility of behavior in our Boston intergenerational treatment, the truth-
telling behavior of our subjects across the two Boston mechanisms treatments end up,
over the last five rounds (generations), to be insignificantly different.

To support our explanation we will proceed as follows. First we will repeat our argu-
ment in more detail below. We will then present two learning models, one for the repeated
treatment and one for the intergenerational treatment, and estimate their parameters us-
ing maximum likelihood. Using these parameter estimates we then simulate the behavior
in each of our four treatments and investigate whether the stylized facts generated by our
experiment are replicated in our simulation. If our simulations in the intergenerational
Gale-Shapley treatment exhibit more volatility than they do in the repeated treatment,
then that will be an indicator that we should expect to see less convergence toward
truth-telling in the intergenerational as opposed to the repeated treatment. While we
also expect to see more volatility in the intergenerational Boston treatment than in the
repeated Boston treatment, we do not expect to see as large a difference in the fraction
of subjects reporting truthfully since we do not expect subjects in the repeated Boston
treatment to converge toward full truth-telling.

4.1 Social versus Experiential Learning

The main difference between behavior in repeated and intergenerational environments
centers around the type of learning that subjects engage in. In the repeated treatments
learning, if it takes place, is experiential while in the intergenerational treatments it is
social. More precisely, in a repeated game treatment, even if there is random matching
after each round, a subject might be expected to learn experientially and gather experi-
ence over time. This can be done by experimenting with different preference-reporting
strategies and altering one's behavior given the reinforcement provided by the feedback
of the mechanism. Such learning may take many forms and might be captured by a
reinforcement (Erev and Roth, 1998) or experience weighted attraction type of model
(Camerer and Ho, 1999).\footnote{A reinforcement model may be preferable here since, given the lack of information our subjects experience it would be hard for them to calculate the counterfactual payoffs needed to use an EWA model.} In the intergenerational treatments learning is primarily social
with each subject engaging in the experiment only once and making his choice on the
basis of his understanding of the instruction and on the advice he receives.

In the repeated treatments subjects arrive in the lab, read the instructions, form some
initial attractions to their various ranking strategies, and then, as time goes on, update these attractions and hence their actions, as they receive feedback. If the feedback they receive is not compelling enough to lead them to change their behavior, we might expect them not to change their submitted preference rankings since strategies unused will fail to be reinforced and tend to disappear. However, if they receive feedback that reinforces truth-telling, we might expect them to converge to the dominant strategy.

In our intergenerational treatments, the process is different. Here, each subject arrives in the lab, reads the instructions and forms his own initial attractions to strategies just as subjects in the repeated treatments did before the first round. The difference here is rather than keep on playing the matching game and updating their attractions, subjects play only once in light of the advice received from their immediate predecessors and offer advice to their successors. When the next generation arrives, however, they play the matching game without any accumulated experience but simply with their initial attractions to strategies updated by the advice they receive. In other words, in the intergenerational treatments the game is played by a sequence of relatively naive subjects who only update their attractions to strategies once on the basis of the advice they receive. In such circumstances we should expect that behavior might be more volatile since, even if behavior has stabilized, there is always the likelihood that a newly arrived subject may ignore the advice he receives and upset the established convention. As in Celen et al. (2010), since subjects do not know the history of play before they arrive, they have no way of knowing whether the advice they are receiving is about behavior that has been in place for a long time.

Behavior can be expected to be more volatile in our intergenerational treatments for three reasons: (1) since choice is stochastic, there is always a chance that, no matter what he is advised, a subject will deviate from previous behavior; (2) a current subject may receive a bad payoff and, as a result, suggest to his successor that he should deviate, or (3) a newly arrived subject consciously refuses to follow the advice he receives. Hence, for these reasons we expect more stable behavior in the repeated treatments than in the intergenerational ones and in the last five or ten rounds (generations) it is more likely to observe a broader variety of behaviors in the intergenerational treatments.

This distinction between experiential and social learning has some testable implications for our experiments. Since subjects in our repeated treatments start out with one vector of attractions to strategies and update it as information accumulates, it is possible that such subjects might eventually converge and their behavior stabilizes. If truth-telling is a dominant action as in the Gale-Shapley mechanism, then as Beggs (2005) has

---

6In the model we construct later in this paper, the probability of choosing any given strategy is a logit function of that strategy’s attraction.
demonstrated, we would expect convergence to truth-telling. When the Gale-Shapley mechanism is played intergenerationally, however, we expect no such convergence and hence less truth-telling.

When a mechanism like the Boston mechanism is used in circumstances where it is impossible to calculate its equilibrium, experience is less valuable and we might expect less of a difference between our repeated and intergenerational treatments.

Our discussion above implies that we should observe less volatile behavior in the repeated game treatments over the last 10 rounds of the experiment than in the intergenerational games. By less volatility we mean fewer changes in the strategies submitted by the subjects over the last 10 round (generation) history and longer runs of identical behavior. More precisely, we will categorize a sequence A of choices made either by a single subject over time or a sequence of generational subjects as more volatile than sequence B if it involves more runs of identical choices of shorter average length than those of sequence B.

Figure 3 indicates that behavior is indeed more volatile in our intergenerational as opposed to our repeated treatments. It presents, for each treatment, the average and median number of runs as well as the average run length of runs over the last 10 rounds (generations) of the experiment.\footnote{These averages are taken over all subjects of any type in a given round or generation.}

As we can see, no matter which matching mechanism is used, behavior appears to be more volatile in the intergenerational as opposed to the repeated treatments. For example, when the Gale-Shapley treatment is used, there are fewer runs of strategies (and hence fewer changes in behavior) in the last 10 rounds of the repeated treatment (1.97
on average) than there are in the last 10 generations of the intergenerational treatment (3.4) with each run being of longer duration (7.89 rounds versus 3.23 generations). Similar results hold for the Boston mechanism where there are, on average, 2.73 runs over the last 10 rounds of the repeated Boston mechanism treatment compared to 4.2 runs when we look at our intergenerational treatment with average lengths of 6.40 and 2.92 respectively. As a result, we are less likely to see convergence to one particular strategy (like truth-telling) in the intergenerational treatments than in the repeated treatments as we conjectured.

5 Structural Estimation and Simulation

Before we look at the results of our estimation exercise and simulations, let us pause to discuss the data that our experiment generates. In the repeated treatments we have a total of 75 subjects who function in groups of five over a 20-period horizon. There are 8 groups of 5 subjects in the repeated Boston treatment and 7 groups of 5 in the repeated Gale-Shapley treatment generating a total of 800 and 750 observations, respectively. In the intergenerational treatments we have 200 subjects (100 using each mechanism) who each engage in the experiment for one period and who collectively generate one 20-generation time series for the Boston and the Gale-Shapley mechanisms. Hence, our intergenerational results are based on one and only one time series each. \(^8\) Note, however, that the advice giving, advice following and choice behavior that we observe in each intergenerational treatment is determined by 100 subjects making decisions in virtual isolation of each other (except for advice). To examine how robust our intergenerational time series results are we use our behavioral data to estimate two structural learning models, one for the repeated and one for the intergenerational treatments, and use the parameter estimates to simulate what behavior would look like if we generate 10,000 time series for our 20-period experiment based on the estimated behavior generated in our structural estimation. We find that our experimental results are in line with our simulations but differ on some quantitative dimensions.

5.1 Structural Estimation

As described above, there are two stylized facts that need to be explained. One is the fact that truth-telling behavior diverges across our repeated and intergenerational Gale-

\(^8\) The same was true of all papers using an intergenerational game design in Schotter and Sopher (2003, 2006, 2007); Chaudhuri et al. (2009); Nyarko et al. (2006) as well as national economic time series like interest rates, unemployment and GDP. In the case of macroeconomics, we are stuck with the one time series that we have for each country and must make inferences from it alone.
Shapley treatments but does not in the Boston treatments. Second is the fact that the behavior of our subjects appears to be more volatile when they engage in an intergenerational treatment than when the game they are playing is repeated. In this subsection of the paper we will take a more formal approach to providing an explanation for these facts. More precisely, in this subsection we will present the results of two contrasting structural estimation exercises, one for our repeated game treatments and one for our intergenerational treatments. We model both as learning models which, for obvious reasons, differ due to the different environments in which they take place. We then use the parameter estimates derived from these structural estimation in a simulation exercise to see if we can replicate what we see in the data with our simulation results.

We start with our repeated treatments where we use a simple, off-the-shelf reinforcement learning model. Say the strategy space of subject \( i \) consists of \( m \) discrete choices. After reading the instructions of our experiment, subject \( i \) has an initial propensity to play his \( j \)th pure strategy given by some nonnegative attraction number \( A_j^i(0) \). If he plays his \( k \)th pure strategy at time \( t \) and receives a payoff \( \pi_i(s^k_i, s_{-i}) \), at time \( t + 1 \) his propensity to play strategy \( j \) is updated by setting

\[
A_j^i(t) = \begin{cases} 
\phi A_j^i(t - 1) + R_j^i & \text{if } j = k \\
\phi A_j^i(t - 1) & \text{otherwise}
\end{cases}
\]

(1)

where \( R_j^i = \pi_i(s_j^i, s_{-i}(t)) - \min_{s_{-i}} \pi_i(s_j^i, s_{-i}) \). Note that we normalize the reinforcement function by subtracting the minimal payoff.\(^9\) The parameter \( \phi \) is a decay rate which depreciates previous attractions. Choices are made using the exponential (logit) form to determine the probability of observing \( s_i^k \) at time \( t \):

\[
P_i^k(t) = \frac{e^{\lambda A_i^k(t-1)}}{\sum_{j=1}^{m} e^{\lambda A_j^i(t-1)}}
\]

(2)

where the parameter \( \lambda \) measures sensitivity of subjects to attractions.

The likelihood function of observing subject \( i \)’s choice history \( \{s_i(1), s_i(2), ..., s_i(T)\} \) is given by

\[
\prod_{t=1}^{T} P_i^{s_i(t)}(t | A_i(0), \lambda, \phi)
\]

(3)

Estimating a comparable model for our intergenerational treatments is different because rather than having one subject update his initial attractions over a 20-period horizon, we have subjects arriving sequentially, reading the instructions, receiving advice from their immediate predecessors, and then choosing. Hence, in the intergenerational model

\(^9\)Similar normalization is done by Erev and Roth (1998) and Camerer and Ho (1999).
subjects make their choices of strategies based on their initial attractions to strategies and the advice they receive.

To formalize this let us say in the intergenerational game there are two processes: the decision making process and the advice giving process. First consider the decision making process. Assume subject $i$ in generation $t$, after reading the instructions, is initially attracted to strategy $s^j_i$ with an non-negative measure $A^j_i(0)$. If his predecessor suggests he choose strategy $s^k_i$, his attraction to play $s^j_i$ will be updated as follows:

$$A^j_i(t) = \begin{cases} A^j_i(0) + \omega & \text{if } j = k \\ A^j_i(0) & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

In other words, since subjects in our intergenerational experiments have no experience, their initial attraction to a strategy is incremented only if that strategy is suggested to them by their predecessors.\(^\text{10}\)

The probability of subject $i$ to choose strategy $k$ in generation $t$ is therefore

$$P_i(s_i(t) = s^k_i | A_i(0), \lambda, \omega) = \frac{e^{\lambda \cdot A^k_i(t)}}{\sum_{j=1}^{m} e^{\lambda \cdot A^j_i(t)}}$$  \hspace{1cm} (5)

After he plays strategy $s^k_i$ and receives a payoff $\pi_i$, he then gives advice to his successor. The advice he offers will be governed by a logit advice function whose arguments are the attractions of the various strategies available to the subject after his experience in the game. Let $V^j_i(t)$ be the updated attraction of subject $i$ in generation $t$ for strategy $j$ which is defined after he observes his payoff during his participation in the mechanism. $V^j_i(t)$ is determined as follows:

$$V^j_i(t) = \begin{cases} \beta (A^j_i(0) + \omega) + R^j_i & \text{if } a_i(t-1) = s^j_i \text{ and } s_i = s^j_i \\ \beta (A^j_i(0) + \omega) & \text{if } a_i(t-1) = s^j_i \text{ and } s_i \neq s^j_i \\ \beta A^j_i(0) + R^j_i & \text{if } a_i(t-1) \neq s^j_i \text{ and } s_i = s^j_i \\ \beta A^j_i(0) & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

where $R^j_i = \pi_i(s^j_i, s_{-i}(t)) - \min_{s,s_{-i}} \pi_i(s^j_i, s_{-i})$, which is the normalized actual payoff as defined in the reinforcement learning model, and $\beta$ is the decay rate with $A^j_i(t)$.

This attraction reinforcement rule is simple. If a subject was told to use strategy $j$ and followed that advice, his attraction to strategy $j$ is $\beta (A^j_i(0) + \omega) + R^j_i$. The parameter $\omega$ reflects the fact that his predecessor felt that strategy $j$ was worth using while $R^j_i$ reflects

\(^{10}\)Note that the advice is offered after the predecessor observes the outcome of his interaction with the mechanism and our subjects know that the advice giver also received advice from his predecessor. Hence, the informational content of the advice is certainly non-zero.
his personal experience with strategy $j$. Just like the reinforcement learning model, we let subject $i$ depreciate his previous attraction with a decay rate $\beta$ after he experiences the game. If he was told to use strategy $j$ but did not follow that advice, his attraction to strategy $j$ is only $\beta (A_i^j(0) + \omega)$, since he failed to follow the advice of his predecessor and hence has no personal experience with strategy $j$. (Note, that unlike an EWA model of Camerer and Ho (1999), we do not reinforce strategy $j$ by the counterfactual payoff player $i$ would have had if he had chosen strategy $j$ since in this setting it is impossible for our subject to figure out what that payoff would have been. Still strategy $j$ is given an extra weight, since it was recommended.) If strategy $j$ was not recommended but used nevertheless, then it is reinforced by the normalized payoff received by using it. Finally, if strategy $j$ was neither recommended nor used, it is not reinforced at all.

Then the probability of giving advice $s^k_i$ in generation $t$ is determined by

$$P_i(a_i(t) = s^k_i | A_i(0), \lambda_a, \beta, \omega) = \frac{e^{\lambda_a V^k_i(t)}}{\sum_{j=1}^m e^{\lambda_a V^j_i(t)}}$$

We allow different sensitivity with respect to attractions, that is, $\lambda_a$ and $\lambda_s$ may be different.

One important feature of our estimation procedure, is that, as part of our identification strategy, we assume that the initial attractions are identical across repeated and intergenerational treatments. This assumption is innocuous since these attractions are what subjects hold after reading the instructions for the experiment but before having any experience in the game. Hence, if our subject pools are randomly drawn, we should not expect these initial attractions to differ across repeated and inter-generational treatments. In our estimation we denote strategies as follows: $1=\{1-2-3\}$, $2=\{1-3-2\}$, $3=\{2-1-3\}$, $4=\{2-3-1\}$, $5=\{3-1-2\}$ and $6=\{3-2-1\}$. The numbers in the brackets are the subject’s first, second and third choices. So Strategy $1=\{1-2-3\}$ is a truth-telling strategy since the subject submits his first choice first, his second choice second, and his third choice last. Strategy $3=\{2-1-3\}$ is a strategy which the subject places his second choice first, then his first choice and finally his third choice. Figure 4 presents the empirical distribution of strategies that subjects chose in our lab. As we can see, Strategies 1-2-3, 2-1-3 and 2-3-1 are chosen more frequently than other strategies. Strategy 1-3-2 is used twice as often as Strategies 3-1-2 and 3-2-1 in the repeated treatments, though it is rarely chosen in the intergenerational treatments. Because the frequencies of Strategy 3-1-2 and 3-2-1 are very low in our data, we combine these two strategies in our estimation to obtain more stable bootstrapping estimates.

For each mechanism we pool all the repeated treatment and intergenerational treatment data together and jointly estimate the parameters $\Theta = \{A^j_i(0), \{j=1, \ldots, 4\}, \phi, \lambda, \lambda_s, \lambda_a, \omega, \beta\}$,
Figure 4: Empirical Strategy Distribution in Lab

(a) Repeated Gale–Shapley
(b) Repeated Boston
(c) Intergenerational Gale–Shapley
(d) Intergenerational Boston

and normalize the initial attraction to Strategy 3-1-2/3-2-1 to 0. The log likelihood that we maximize is:

\[ LL(\Theta) = \sum_{t=1}^{T} \sum_{i=1}^{N} \ln \left( \sum_{j=1}^{m} I(s_j^i, s_i(t)) \cdot \frac{e^{\lambda_s A_j^i(t-1)}}{\sum_{k=1}^{m} e^{\lambda_s A_k^i(t-1)}} \right) \]

\[ + \sum_{i=1}^{M} \ln \left( \sum_{j=1}^{m} I(s_j^i, a_i(t)) \cdot \frac{e^{\lambda_a V_j^i(t)}}{\sum_{k=1}^{m} e^{\lambda_a V_k^i(t)}} \right) \]

\[ + \sum_{i=1}^{M} \ln \left( \sum_{j=1}^{m} I(s_j^i, a_i(t)) \cdot \frac{e^{\lambda_a V_j^i(t)}}{\sum_{k=1}^{m} e^{\lambda_a V_k^i(t)}} \right) \]  

(8)

where \( N \) is the number of subjects in the repeated treatment and \( M \) is the number of subjects in the intergenerational treatment. \( I(s_j^i, s_i(t)) \) and \( I(s_j^i, a_i(t)) \) are indicator functions such that \( I(s_j^i, s_i(t)) = 1 \) if \( s_i(t) = s_j^i \), and 0 otherwise, and \( I(s_j^i, a_i(t)) = 1 \) if \( a_i(t) = s_j^i \), and 0 otherwise.

The estimation results as well as 95% confidence intervals are presented in Table 3. Several things are of note in Table 3. First, remember that a subject’s initial attraction is his attraction to a strategy after reading the instructions but before playing the game. It is basically his intuitive response to what he thinks would be the best thing to do. In a repeated experiment this initial attraction will be updated as the subject gets experience. In the intergenerational experiment it gets updated as a result of receiving one piece of advice. What is interesting, is the fact that the initial attractions seem different across the Boston and the Gale-Shapley mechanisms. This implies that subjects, after reading the instructions, noticed a difference in these two mechanisms. However, because of
Table 3: Structural Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>Gale-Shapley</th>
<th>Boston</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^1(0)$</td>
<td>71.37</td>
<td>39.69</td>
</tr>
<tr>
<td></td>
<td>(35.74, 168.94)</td>
<td>(21.65, 79.55)</td>
</tr>
<tr>
<td>$A^2(0)$</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.00)</td>
<td>(0.00, 0.00)</td>
</tr>
<tr>
<td>$A^3(0)$</td>
<td>59.89</td>
<td>35.16</td>
</tr>
<tr>
<td></td>
<td>(28.61, 144.85)</td>
<td>(19.25, 71.18)</td>
</tr>
<tr>
<td>$A^4(0)$</td>
<td>29.51</td>
<td>15.54</td>
</tr>
<tr>
<td></td>
<td>(13.17, 68.42)</td>
<td>(0.00, 37.87)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.88</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>(0.76, 0.98)</td>
<td>(0.64, 0.87)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.03, 0.09)</td>
<td>(0.05, 0.13)</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(0.02, 0.10)</td>
<td>(0.03, 0.13)</td>
</tr>
<tr>
<td>$\lambda_a$</td>
<td>0.18</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>(0.12, 0.26)</td>
<td>(0.08, 0.19)</td>
</tr>
<tr>
<td>$\omega$</td>
<td>42.17</td>
<td>19.16</td>
</tr>
<tr>
<td></td>
<td>(16.95, 117.73)</td>
<td>(8.48, 46.28)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.10</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>(0.02, 0.28)</td>
<td>(0.13, 0.94)</td>
</tr>
</tbody>
</table>

Observation: 35(R) + 100(I) 40(R) + 100(I)
Log Likelihood: -470.17 -638.06

the parameters in the logit choice function the initial choice probabilities do not differ substantially (see the "Before Advice" columns in Table 4).

Table 4: Impact of Advice

<table>
<thead>
<tr>
<th></th>
<th>Gale-Shapley</th>
<th>Boston</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before Advice</td>
<td>After Advice</td>
</tr>
<tr>
<td>1-2-3</td>
<td>0.5347</td>
<td>0.8754</td>
</tr>
<tr>
<td>1-3-2</td>
<td>0.0250</td>
<td>0.1354</td>
</tr>
<tr>
<td>2-1-3</td>
<td>0.3266</td>
<td>0.7477</td>
</tr>
<tr>
<td>2-3-1</td>
<td>0.0887</td>
<td>0.3728</td>
</tr>
<tr>
<td>3-1-2/3-2-1</td>
<td>0.0250</td>
<td>0.1354</td>
</tr>
</tbody>
</table>

Second, while the initial choice probabilities do not appear to differ across mechanisms and treatments, our estimated $\omega$ parameter indicates that advice is a powerful influence on choice. As can be seen in “after-advice” columns of Table 4, the probability that a subject chooses any one of his six strategies is greatly affected by whether he was advised.

$^{11}$We calculate the initial probability using only the estimated values of $\lambda_s$ and $A(0)$, that is,

$$P(s^k) = \frac{\exp(\lambda_s A^k(0))}{\sum_{j=1}^{m} \exp(\lambda_s A^j(0))}$$
to do so. For example, look at the truthful strategy 1-2-3. While after reading the instructions our model predicts that subjects choose this strategy with a probability of 47.71% in the intergenerational Boston experiment and 53.47% in the intergenerational Gale-Shapley mechanism, these probabilities rise to 76.22% and 87.54% respectively after being advised to do so. A similar rise occurs when subjects are advised to use their strategic strategy 2-1-3. Finally, it is curious to note that advice even increases the probability that a subject uses an irrational strategy i.e., ones like 3-2-1 or 3-1-2, that are easily dominated. For example, while before advice a subject would be inclined to use strategy 3-1-2 (and 3-2-1) with only a 2.50% probability in the intergenerational Gale-Shapley treatment, this probability rises to 13.54% if the subject is advised to do so. Advice is powerful.

Third, our regression results show that in both the mechanisms subjects depreciate their previous attractions significantly more in the intergenerational treatment than in the repeated treatment. When the Gale-Shapley mechanism is used, the depreciation rate $\beta$ in the social learning environment is 0.10 while the depreciation rate $\phi$ in the reinforcement learning environment is 0.88. When the Boston mechanism is used similar difference can also be found: the depreciation rates in the intergenerational and repeated treatments are 0.39 and 0.76, respectively. This implies when subjects give advice they rely more on their own personal experience, which may lead to greater volatility.

Finally, there does not seem to be any important difference in the precision with which subjects choose their strategies as indicated by the estimates $\lambda_s$ and $\lambda$ estimates across our repeated and intergenerational treatments.

5.2 Simulation

Our final exercise is to use our structural estimates to simulate behavior in the repeated and intergenerational treatments and see if we can replicate the stylized behavior exhibited in the lab. More specifically, our experiments have demonstrated that behavior is more volatile in the intergenerational as compared to the repeated treatments, that truth-telling in the last 10 periods (generations) is highest in the repeated Gale-Shapley treatment and significantly lower in the intergenerational Gale-Shapley treatment, and

If strategy $s^j$ is suggested by the immediate predecessors, $A^j$ is updated as the following:

$$A^j = A^j(0) + \omega \cdot I(s^j, s)$$

where $I(s^j, s)$ is the indicator function whether $s^j$ is advised. The probability of using each strategy is then calculated by

$$P(s^k) = \frac{\exp(\lambda_s A^k)}{\sum_{j=1}^{\infty} \exp(\lambda_s A^j)}.$$
finally that the truth-telling behavior is more similar across our repeated and intergenerational Boston mechanism treatments during the last 5 rounds (generations).

**Truth-Telling** The logic of our reinforcement learning models suggests that if our subjects were to converge on playing any given strategy, such as truth-telling, then it is more likely that such convergence would occur in our repeated rather than in our intergenerational treatments. In our discussion below we use our simulation results to help us investigate this conjecture.

Figure 5 presents the frequencies, over our 10,000 simulation runs, with which subjects in our simulated five-person matching games choose truth-telling during the last 5 rounds (generations) in each of our four treatments. More precisely, it presents the fraction of times the simulation ended with subjects reporting truthfully in all of the last five rounds or generations down to 0 out of five times.

Figure 5: Simulated Truth-telling in Last 5 Rounds (Generations)

What is interesting in this figure is that the frequency with which our simulated subjects end up all reporting truthfully (i.e., converging to truth-telling) is dramatically higher in the repeated treatments than in the intergenerational ones. For instance, about 71.27% of the simulated trials ended up with a subject reporting truthfully in all five of the last rounds in the repeated Gale-Shapley mechanism and 47.56% in the repeated Boston mechanism. These frequencies are nearly twice what they are in the simulated intergenerational treatments. Further, note the bi-modal nature of the repeated treatment data with practically all subjects either all reporting the truth or close to none doing so. In the intergenerational treatments, where we expect more volatility, behavior is more spread out with substantial weight given to intermediate frequencies, between 0.4 and
0.6, suggesting greater volatility. This indicates that the dominance of truth-telling in
the Gale-Shapley mechanism is relatively easily discovered if subjects are given enough
experience, as they are in the repeated treatments, but not as easily in our intergenera-
tional treatments or in the real world where parents play the matching game only a very
few times in their lives. It also suggests that while the typical simulation run in the re-
peated treatments is likely to determine extreme outcomes (predominantly truth-telling
but some where no truth-telling occurs) in the intergenerational treatments it is likely
that we will see intermediate levels of truth-telling perhaps like the 44% we observed in
our intergenerational Gale-Shapley treatment.

Figure 6: Simulated vs. Lab Truth-Telling Fractions in Repeated Treatments

Figure 6 is presented to both check how well calibrated our simulations are and to see
if they pick up the same types of behavior as exhibited in our experiment. As suggested
above, we expect our simulations to be better calibrated for the repeated treatments
than for the intergenerational ones because the repeated treatments, due to the multiple
number of groups performing them, are less subject to the idiosyncratic influence of
the random tie-breaking lottery and other stochastic behavior of subjects like advice
following and giving. Still, we expect the intergenerational simulations to pick up at
least the qualitative features of our experimental data.

Figures 6(a) and 6(b) present the actual and simulated fractions of subjects who
reported truthfully over the 20 rounds of the repeated Gale-Shapley and Boston treat-
ments. As we can see, the simulations track the actual data closely and we consider our
simulations to be well calibrated for the repeated treatments.

For reasons suggested before, we do not expect our simulations to be as well calibrated
when we look at the intergenerational treatments, but we do expect them to tell the same
story which is that we expect that there will be more truth-telling in the repeated Gale-Shapley treatment than in the intergenerational treatment but less of a difference between the simulated repeated and intergenerational Boston treatments. Figure 7 tells this story.

Figure 7: Observed and Simulated Truth-Telling Fractions in All Treatments

In Figure 7(a), we see the actual time paths of the fraction of subjects reporting truthfully over the 20 rounds (generations) of the Gale-Shapley repeated and intergenerational treatments. Figure 7(b) presents the same information as provided by our simulation. As we demonstrate in Section 3, in our experiment the truth-telling behavior of our subjects differs dramatically when we compare the repeated and intergenerational treatments. Toward the end of the experiment there is a significant difference between the two treatments. Figure 7(b) demonstrates that in terms of the mean levels of truth-telling, this difference is less dramatic in our simulations. Despite these differences, however, it is still true that the fraction of subjects reporting truthfully in the simulation is significantly higher in the repeated treatment than in the intergenerational one, just as we observed in the experiment.

Our results are stronger than what these figures suggest for the Gale-Shapley mechanism, however, since what we have presented is only a comparison of means. As we stated before, our experiment, despite involving 100 subjects, generates one and only one time series each for the Boston and the Gale-Shapley mechanisms. In the time series observed, the fraction of subjects reporting truthfully converges toward 0.44 (while our simulation converges toward 0.69). From Figure 5(c), depicting the distribution of simulated outcomes for the Gale-Shapley mechanisms, however, we see that over the 10,000 simulation runs an outcome converging to 0.44 is not an outlier. In fact, over 26.33%
of the simulation runs ended with truth-telling fractions between 0.40 and 0.60, which indicates that while the mean of our observed time series is significantly different from the mean of the simulated outcomes, observing such an outcome is rather common in the simulation. Therefore if we were to run say 10 such intergenerational experiments each generating one time series (and using 1000 subjects) we would expect to see a healthy fraction of them looking like what we saw in our experiment. If our observed time series was an outlier with respect to the simulation, we would have less faith in it.

Figures 7(c) and 7(d) make the same comparison for the Boston mechanism treatments as Figures 7(a) and 7(b) do for the Gale-Shapley treatments. As we can see, for the Boston mechanism, except for rounds (generations) 6-10, the simulation does indicate that there is not much difference between the fraction of subjects reporting truthfully in the repeated as compared to the intergenerational Boston treatments despite the fact that these differences are statistically significant given our large size of simulations. In addition, it also indicates that during the last 5 generations (rounds) there is more truth-telling in the intergenerational Boston than in the repeated Boston treatment, as was true in the experimental data.

In summary, our simulations do conform both qualitatively and quantitatively to our data. For the repeated treatments the fit is quite close while for the intergenerational treatments the simulations conform qualitatively to the facts that truth-telling is significantly higher in the repeated Gale-Shapley as opposed to the intergenerational Gale-Shapley treatment. In addition, the outcome observed in our intergenerational Gale-Shapley treatment is an outcome that has a substantial probability of being realized in our simulation.

**Volatility** One of the main differences between our repeated and intergenerational treatments is that we expect to observe more volatility in our intergenerational treatments than in our repeated ones. This is seen in Figure 3 where we present the runs behavior across our different treatments. Figure 8 presents our volatility measures, both observed and simulated, for our four treatments.

As can be seen, there is a great similarity between our simulated and observed results. In addition, both tell the same story which is that behavior tends to be more volatile in our intergenerational as opposed to our repeated treatments. For example, while our simulation indicates that, on average, we should expect to see runs of length 7.60 rounds during the last 10 rounds of the repeated Boston treatment, the observed run length is 6.39, both of which are substantially larger than the simulated (observed) average run length in the intergenerational Boston mechanism of 2.77 (2.91) generations. Similar results are observed when the Gale-Shapley mechanism is used since there, over the
last 10 simulated rounds of the repeated Gale-Shapley treatment, we see an observed average run length of 8.47 while the simulated average is 8.39. The same statistics for the intergenerational Gale-Shapley treatment are 4.83 and 4.28 respectively. If there is any difference between the observed and simulated volatility results, it is that the simulated results suggest an even greater difference in volatility between repeated and intergenerational treatments.

6 Advice Giving and Receiving

In an intergenerational treatment subjects are somewhat informationally starved since the only thing they can rely on in making their decision is their interpretation of the mechanism, as manifested in their initial attractions, and the advice they receive from their immediate predecessors. In addition, as has been seen elsewhere (Schotter and Sopher, 2003, 2006, 2007; Chaudhuri et al., 2009; Ding and Schotter, forthcoming), subjects appear to be very willing to follow the advice they receive. This fact is evident in our data, since, as we see in Table 4, the fact that subjects in our intergenerational treatments received advice has a dramatic impact of their behavior. Given that advice plays such an important role in the behavior of our subjects, it might make sense to dig a little more deeply into what factors determine both the advice giving and advice following behavior of our subjects.
6.1 Advice Giving

Our first result is very simple and is that most subjects tell their successors to do what they themselves did. In fact, 74.00% of our subjects in the intergenerational Boston mechanism and 83.00% subjects in the intergenerational Gale-Shapley mechanism suggest the same strategies they used. A breakdown of this advice-giving behavior by type as well as the p-values reported by Cramer-von Mises tests are presented in Table 5.

<table>
<thead>
<tr>
<th>Type</th>
<th>IB</th>
<th>IGS</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.7400</td>
<td>0.8300</td>
<td>0.1208</td>
</tr>
<tr>
<td>Type 1</td>
<td>0.7500</td>
<td>0.9000</td>
<td>0.3061</td>
</tr>
<tr>
<td>Type 2</td>
<td>0.7000</td>
<td>0.9000</td>
<td>0.1205</td>
</tr>
<tr>
<td>Type 3</td>
<td>0.8500</td>
<td>0.8000</td>
<td>0.9942</td>
</tr>
<tr>
<td>Type 4</td>
<td>0.8500</td>
<td>0.9500</td>
<td>0.6649</td>
</tr>
<tr>
<td>Type 5</td>
<td>0.5500</td>
<td>0.6000</td>
<td>0.9967</td>
</tr>
</tbody>
</table>

Table 5 demonstrates two points. One is the obvious fact that people tend to pass on advice which is equal to the action they themselves took. While this tendency might lead to social inertia or herding, i.e., people all doing the same thing and advising their successors to do so as well, there is a high enough likelihood that this advice is not followed to provide the volatility we observed before. Second, except for Type 3 subjects, subjects using the intergenerational Gale-Shapley mechanism are more likely to pass on advice equal to the action they took, although the difference between these treatments are not significant.

This tendency to advise what you did raises the question as to when subjects violate this rule and suggest a strategy different from the one they themselves used. To investigate this question we run a regression where the dependent variable is an indicator variable with 1 indicating a subject suggests a strategy different from the one he chose and 0 indicating the opposite, and the independent variables include indicators for whether a subject told the truth in his matching game, whether the subject was matched with his third-best object, a set of type dummy variables and a mechanism dummy variable (0 indicating the Boston mechanism and 1 indicating the Gale-Shapley mechanism). The default situation is a Type 5 subject who used the Boston mechanism, did not tell the truth when submitting his preference ranking, and was matched to his first or second-best object. Our results are presented in Table 6.

Several aspects of this regression are of note. First, it is interesting that no type variable is significant meaning that whether a subject suggests a strategy different from the one he used is not a function of his type. Second, it is not a surprise that a subject
who ended up being matched to his third-best object would be more likely to suggest a change in strategy to his successor. However, there seems to be a built in inertia with respect to the use of the truth-telling strategy in that subjects who use it are less likely to tell their successors to deviate from it. Moreover there seems to be less suggested strategy changes when the Gale-Shapley mechanism is used.

### 6.2 Advice Following

In the advice-giving advice-following game it takes two to tango. Advice offered but not followed can lead to deviations from a herd and disrupt social behavior. However such deviations may be beneficial if others are herding on inefficient or unprofitable outcomes. To investigate advice following, we run a regression to examine what factors persuade subjects to follow advice. The dependent variable is an indicator variable denoting whether a subject follows advice from his predecessor or not. The independent variables include an indicator of whether his predecessor suggested truth-telling, type variable dummies and an indicator for which mechanism was used. The default situation is a Type-5 subject who uses the Boston mechanism and his predecessor suggested not telling the truth.

The regression result is presented in Table 7. It appears that suggesting that a subject report truthfully has a strong influence on a subject’s willingness to follow advice. Note, however, that this influence is independent of which mechanism is being used since the mechanism coefficient is not significant.
Table 7: When A Subject Follows Advice

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Std. Err)</td>
</tr>
<tr>
<td>Type 1</td>
<td>−0.1302</td>
</tr>
<tr>
<td></td>
<td>(0.5380)</td>
</tr>
<tr>
<td>Type 2</td>
<td>0.1767</td>
</tr>
<tr>
<td></td>
<td>(0.5195)</td>
</tr>
<tr>
<td>Type 3</td>
<td>−0.1971</td>
</tr>
<tr>
<td></td>
<td>(0.5263)</td>
</tr>
<tr>
<td>Type 4</td>
<td>0.4800</td>
</tr>
<tr>
<td></td>
<td>(0.5600)</td>
</tr>
<tr>
<td>Truthful Advice</td>
<td>0.9199**</td>
</tr>
<tr>
<td></td>
<td>(0.3696)</td>
</tr>
<tr>
<td>Gale-Shapley</td>
<td>0.4606</td>
</tr>
<tr>
<td></td>
<td>(0.3445)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.3337</td>
</tr>
<tr>
<td></td>
<td>(0.4039)</td>
</tr>
</tbody>
</table>

* = significant at 10%, ** = significant at 5%, *** = significant at 1%

7 Verbal Advice

To provide some texture to our discussion of advice, we will present a brief discussion of what exactly it was the subjects told each other over generations and what strategies they recommended. While we will not engage in a full coding of the advice offered across generations by all of our subjects, we will offer some insights by presenting the history of advice and actions for Type 1 subjects.

To do this consider the Table 8 that presents the advice offered over generations for Type 1 subjects (unrestricted advice) as well as the strategies they chose, whether they followed the advice they received or not, and the actual strategy they recommended (restricted advice) during the intergenerational Gale-Shapley treatment.

There are several things to note here. First, as we suggested before, rather than converging to one strategy, the behavior of our Type-1 subjects is volatile with periodic episodes of truth-telling followed by episodes of dissembling. For example, while from generation 6 to 11 all subjects chose to be truthful (Strategy 1) and also told their successors to do so, this truthful behavior abruptly ends in generation 12 where over the next 8 generations subjects submit their second-best object first (Strategy 3) in 5 of the next 8 rounds. Further, note that subjects many times repeated the phrases offered to them as justification for the advice they offer to their successors. For example during generations 6-11 where subjects reported truthfully, the thread of advice offered was as follows:
<table>
<thead>
<tr>
<th>Generation</th>
<th>Follow Advice?</th>
<th>Strategy Chosen</th>
<th>Suggested Strategy</th>
<th>Verbal Advice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>3</td>
<td>3</td>
<td>In my opinion choose priority first.</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>Choose priority first so that you can definitely get the 16!</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>By choosing this order, you guarantee that you will get the 16ECU</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>this guarantees getting 16 ECU</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>as given, C has the highest payoff.</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Make sure C is your first choice. You are guaranteed max payout because there is no priority for decision C.</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>C is max payoff and no priority</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>C has the maximum payoff, and there's no priority for that object.</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>C has more ECU and no priority</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>C has more ECU and no priority, whereas if you put A as your 2nd choice, you'll have more of a chance to get at least 16 ECU because you have priority for A</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>I chose C, A and B I was matched to A since I had priority for A You should also choose the same options as me, because that increases your chances of earning 24 ECU and at least a minimum of 24 ECU good luck :)</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>Go with A, since our type gives us priority as well. Then C, then B if you're feeling adventurous go with C!</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>I would go with A, C, B as the best option because it gives more priority to us. But if you choose C though it could maybe have more ECU. But it is a gamble.</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>I would go with C, A, B, because there is a chance you might get C and you really don’t have much to worry about by listing A as your 2nd choice, since you have priority and there are 2 object A’s. I did C, A, B, and I got A so it wasn’t much of a gamble really. At least for me. You might get luckier than me and end up with C so I’d do the same. But I like risk.</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>I would choose C, A, B. Put C first because it has the highest payoff. You may get it if you're lucky. You'll most likely get A, since your type 1 and you have priority and there are 2 object As.</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>choose A first followed by C and B, everyone will choose C first therefore if you choose A as your first priority you will definitely get it. Your Chances are high. getting 16 is a sure chance whereas if you choose C first you may get 24 by lottery or you may end up getting 4 or 16</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>I chose A first, because Type 1 automatically would get the 16 points as it has the priority. If you chose C as your first choice, you would have a lottery, and could end up with 24 or 4 points. A is a guarantee of 16 points, while C is a chance</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>I chose A first because I had priority for that and so i had more chances of recieving that instead of B. Choose C second because that nobody has priority over. I ended up getting a payoff of 16.</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>I chose C first I got a payoff of 24 choose A second you will most likely get a payoff of 16 or 24</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>I picked C first, A second, and B last. I got A and 16 ECU. The person before me also picked the same order and got 24 You will probably get 16 or 24 ECU</td>
</tr>
</tbody>
</table>

Gen. 6: Make sure C is your first choice. You are guaranteed max payout because there is no priority for decision C.
Gen. 7: C is max payoff and no priority
Gen. 8: C has the maximum payoff, and there’s no priority for that object.
Gen. 9: c has more ecu and no priority
Gen. 10: C has more ECU and no priority, whereas if you put A as your 2nd choice, you’ll have more of a chance to get at least 16 ECU because you have priority for A.

This thread is stopped in generation 12 where subjects in generation 12 and 13 state the following:

Gen. 12: Go with A, since our type gives us priority as well. [T]hen C, then B if you’re feeling adventurous[,] go with C!
Gen. 13 I would go with A, C, B as the best option because it gives more priority to us. But if you choose C though it could might maybe haha payoff.. but it is a gamble.

It is interesting that subjects seem to mimic the language of those before them in urging their successors to follow their advice. After generation 13 the advice once more switches to suggesting truth-telling which prevents convergence in any meaningful way.

The same information can be seen in Figure 9 which illustrates the volatility in both the strategies employed and the advice offered across generations.

Figure 9: Type 1: Strategy and Advice Giving
In summary, behavior in the intergenerational treatments appears to be episodic with periods over which each generation acts in an identical manner and tells their successors to do so yet this behavior is inevitably disrupted by some renegade subject who starts a new thread of advice and action. Such patterns of social learning yield the results reported on above.

8 A Quick Literature Review

Since late 1990s there is a growing literature that uses a mechanism design approach to study school choice mechanisms (see Balinski and Sönmez, 1999; Abdulkadiroğlu and Sönmez, 2003; Ergin and Sönmez, 2006; Pathak, 2011, among others). The Boston mechanism, which has been widely used in the United States, was challenged because it provides a strong incentive for students to misrepresent their preferences. In collaboration with economists, some cities have switched to strategy-proof mechanisms.\textsuperscript{12}

Laboratory experiments are often used as complementary tools to help design school choice mechanisms.\textsuperscript{13} Having the underlying preferences controlled, experimenters can easily identify the strategies that subjects choose and evaluate the performance of various mechanisms. Chen and Sönmez (2006) is the first paper that compares the performances of the Boston, the Gale-Shapley, and the Top Trading Cycle mechanisms. Since then experiments have been conducted to test school choice mechanisms in environments incorporating more real-world features. For instance, Pais and Pintér (2008) test the impact of information structures, while Calsamiglia et al. (2010) examine mechanisms that only allow students to submit constrained preference lists. Featherstone and Niederle (2014) study the cases when schools have weak orderings over students, while Klijn et al. (2013) test how the behavior of subjects is influenced by preference intensities and risk aversion. Guillen and Hakimov (2014) examine environments where subjects are informed that other subjects are misrepresenting their preferences. The most recent experiment conducted by Chen et al. (2015) investigates the impact of market size.

Two recent experiments have examined how public advice influences the strategies that subjects choose in school choice programs. Braun et al. (2014) provide strategic coaching before subjects submit their preferences, and find that subjects are prone to accept advice. Guillen and Hing (2014), in contrast, find that subjects are less likely

\textsuperscript{12}For instance, Boston and New York City have switched to the Gale-Shapley mechanism (Abdulkadiroğlu et al., 2005a,b, 2009), while Denver and New Orleans have adopted the Top Trade Cycles mechanism (Hakimov and Kesten, 2014).

\textsuperscript{13}For other designed matching markets, laboratory experiments are also used to evaluate their properties. For instance, Haruvy and Ünver (2007) and Echenique et al. (forthcoming) study the two-sided Gale-Shapley deferred acceptance mechanism that is adopted by the National Resident Matching Program (NRMP). Lien et al. (2016) and Chen and Kesten (2015) investigate the Chinese College Admissions.
to tell the truth in the Top Trading Cycles mechanism (where the truth-telling is a weakly dominant strategy) when they receive public advice, regardless of whether they are advised to tell the truth or to be strategic. They suggest that truth-telling might be a default option for subjects participating in a complex mechanism, while providing public advice may trigger “second thoughts” and lead a decrease in truth-telling. Zhu (2015) is probably the closest to our idea in that she also studies the “peer-to-peer advice,” however, the advice in her treatments is given by experienced subjects who have repeatedly participated school choice mechanisms for 15 rounds.

9 Conclusion

In this paper we have attempted to investigate the impact of social learning via intergenerational advice on the behavior of subjects engaged in two school matching mechanisms: the Boston and the Gale-Shapley Deferred-Acceptance mechanisms.

What we have found is that the introduction of an intergenerational structure has a significant influence on the behavior of our subjects and the functioning of our mechanisms. For example, when the Gale-Shapley mechanism is used and played repeatedly by the same set of subjects, subjects appear able to learn that truth-telling is a dominant strategy and hence a vast majority of subjects converge on that strategy. This is not the case when the game is played as an intergenerational game, however, where each subject plays only once and can pass advice onto the next generation. Because learning in such environments is social rather than experiential, it seems that efficient learning is disrupted.

From a policy point of view these results are discouraging since they imply that economic mechanisms, once in place, may have a life of their own that is not the one envisioned by the mechanism designer. If this is true, then those who administer the mechanism, such as school administrators, may need to repeatedly intervene in the process to straighten out misguided behavior that has become conventional as a result of intergenerational advice.
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A Appendix: Experimental Instructions

A.1 Instructions for the Intergenerational Gale-Shapley Mechanism

You are about to participate in an experiment in the economics of decision making. A research foundation has provided funds to conduct this research. If you follow the instructions carefully and make good decisions, you may earn a considerable amount of money in addition to the $5 participation fee.

The currency used in this experiment is what we call “Experimental Currency Units” (ECU). All payoffs will be denominated in ECU. Your earnings in ECU will be converted into U.S. dollars at the ratio of 1:0.8. Details of how you will make decisions will be provided below.

Please abide by the following rules to ensure the experiments run in optimal conditions.

- Do not talk with other participants during the experiment.
- Turn off your cell phones.
- Read the instructions carefully. If you have any questions, feel free to ask at any point during the experiment. Please do so by raising your hand and one of us will come to your desk to answer your questions.

General Structure of the Experiment

In this experiment, you will participate in two distinct decision problems, and the monetary payoff that you receive will be the sum of your payoffs in these two problems. We will first explain the details of Decision Problem 1 and then proceed to Decision Problem 2 after the first problem is done.

Decision Problem 1

As you look around the lab you will see 19 other subjects who will be participating in the experiment (20 in total). At the beginning of the first decision problem, you will be randomly divided into four groups and each group has five subjects. Subjects in each group will be assigned into types which we call Type 1, Type 2, Type 3, Type 4 and Type 5. All groups will face the same problem but the groups will make their decisions in a sequential order. More precisely, subjects in Group 1 will make their decisions first. After the subjects in Group 1 finish their decision problem, each of them will be replaced by a subject of her own type in Group 2 (her successor) who will engage in an identical decision problem. Similarly, after the participation of Group 2 subjects is over, they will
be replaced by Group 3, and Group 3 will be replaced by Group 4. Group 4 subjects will be replaced by Group 1 subjects in next experimental session, so the experiment will extend beyond the session being run here. Your payoff for Decision problem 1 is determined by both your own payoff in the decision problem you participate in and the payoff of your successor in the next group. More precisely, you will receive a payoff equal to your payoff in Decision Problem 1 plus 1/2 of the payoff received by your successor in his or her decision problem. If your successor engages in a decision problem in a later session, you will collect the payment you obtain today and then will be notified when your extra payment from your successor is ready for you to pick up or we can send you your payment in the mail. Finally, when the participation of a group is over and before each subject in the group is replaced by a successor of her own type, she will be able to pass on advice to her successor about how she thinks her successor should behave. We will explain how you give such advice later in these instructions.

The Task

For each group of subjects, there are a set of 5 objects grouped into three types which we call Object A, Object B, and Object C. In particular, there are 2 units of Object A, 2 units of Object B and 1 unit of Object C. The problem is to match each of five subjects to one of the objects. We will explain how this matching works in the following section. Put simply, the matching involves each subject stating his or her ranking over objects and when this information is “inputted” into a “matching scheme,” the scheme will determine the matching.

The figure below shows an example of the computer screen when you are asked to submit your ranking over objects.

Table 1 on the upper left informs you of your group number, your type and your matching payoff of each object. In the top row of Table 1 we see this subject’s group number is 1 and she is of Type X. (Here we denote the type by X but in the experiment you will be told if you are of Type 1, 2, 3, 4, or 5.) The bottom two rows show her matching value of each object. Note that this subject ranks Object C first, Object A second and Object B third. In the terms of payoffs if this subject is matched to her first choice, Object C, she will receive 24 ECU, while if she is matched to her second choice, Object A, she will receive 16 ECU, and if she is matched to Object B she will receive only 4 ECU. Other subjects will be given their information as specified by different tables but for all subjects the top ranked object will be worth 24 ECU, the second 16 ECU, and the third 4 ECU. For each group, subjects will be matched to one and only one object. You will not be told the types or the object payoffs of any subjects other than you own.

In addition to types and matching payoffs subjects will also be given priorities for certain objects, which are summarized in the upper right table. Note all subjects will
receive the same priority tables. These priorities are relevant if more subjects want a kind of object than there are units available. In that case this object will be given to subjects according to their priorities. If there is more of a particular kind of object than the demand, the priorities will not matter. The priority table implies Types 1 and 2 have priority over Object A and Type 3 has priority over Object B. Then if Type 1, Type 3 and Type 5 all want Object B while there are only two units of Object B, Type 3 will be given the object first and a lottery will be held to determine whether Type 1 or Type 5 will obtain the other unit of Object B. (In later section we will describe how this lottery is run.) Finally, no types have priority over Object C, which means that if more than one subject wants object C a lottery will be held.

On the bottom of the screen there is a reminder of the advice given by the subject of your type in the previous group. A more detailed discussion of advice will be given in later sections.

The Matching Scheme

In the matching scheme each subject is required to submit a ranking over three objects. A ranking is simply a list of objects that a subject states that she prefers first, second or third, and the ranking must contain all three objects. For instance, she cannot state some object are both her first and second preferred and omit another object in her list. She will receive 24 ECU if she is assigned to her true first choice given in Table 1, 16 ECU if assigned to her true second choice, and 4 ECU if assigned to her true third choice. Note that her payoff depends on the value of the object she is matched to as defined in
Table 1.

As we will see in this section describing the matching scheme, the object you will be matched with will depend on the rankings you submit, the number of subjects wanting the various objects, the priorities of the subjects wanting the same object, and the lottery used to break ties when more subjects with the same priority want the same object.

The matching scheme has nine steps and works as follows:

Step 1) All subjects enter their rankings for the objects into their computers and hit the confirm button.

Step 2) The computer will then take each subject’s first ranked choice and make an application for him or her to receive that object.

Step 3) For each type of object, if the number of the applicants is less than or equal to the available number of units, all applicants will be temporarily matched to that object. Otherwise, the object will be temporarily matched to the subjects by using their priority rankings from the highest to the lowest until all units are exhausted. Low priority applicants in excess of the number of units will be left unmatched.

Step 4) If at the end of the first round all subjects are matched to objects, the temporary assignment outcome will be finalized and the scheme will end. If there are any unmatched subjects, a second round starts where all unmatched subjects are sent to their second ranked objects.

Step 5) For each type of object that receives new applicants, the computer compares the number of its remaining units with that of new applicants. If the remaining units are more than the number of new applicants, all new applicants are temporarily matched to that object. Otherwise, if the remaining units are less than the number of new applicants, these new applicants are pooled together with the subjects who were temporarily matched to that object in the previous rounds (if any.) Among these new applicants and the previously matched subjects, the objects will be temporarily matched to the subjects again by using their priority rankings from the highest to the lowest until all units are exhausted. Note, it is possible that a subject is temporarily matched in the previous rounds but left unmatched in this round, because his priority is not high enough and he gets replaced by a new applicant with a better priority number.

Step 6) If at the end of the second round all subjects are matched to objects, the temporary assignment outcome will be finalized and the scheme will end. Otherwise, if there are any unmatched subjects, a third round starts where all unmatched subjects will be sent to their next ranked objects.

Step 7) For each type of object that receives new applicants, the computer again compares the number of remaining units with that of new applicants. If the remaining units are more than the number of new applicants, all new applicants are temporarily matched to
that object. Otherwise, if the remaining units are less than the number of new applicants, these new applicants are pooled together with the subjects that were matched with that object in the previous rounds (if any.) Among these new applicants and the previously matched subjects, the objects will be temporarily matched to the subjects by using their priority rankings from the highest to the lowest until all units are exhausted.

Step 8) The process is repeated until each subject is temporarily matched to an object. Then the temporary assignment outcome will be finalized and the scheme will end.

There is one last step required to make the scheme work. When more subjects of equal priority apply for an object than there are units available, the scheme needs a lottery to break ties. To solve this problem we need Step 9.

Step 9) At the very beginning of the matching scheme before Round 1, the computer will randomly rank subjects from first to fifth. Let us call this a type “lottery rank number.” The smaller rank number a subject receives, the higher priority she is given when it comes to break ties. For example, if Type 4 and Type 5 apply for the same type of object while one is assigned a lottery rank 2 and the other lottery rank 5, the one with lottery rank 2 will be given priority over the one with rank 5 whenever ties need to be broken. Note, however, that a high lottery rank number does not supersede higher priority but only applicable among subjects who have equal priority for a type of object. That is, if Type 4 is assigned lottery rank 1 and he applies for Object B with Type 3, Type 3 will be first assigned the object no matter what the lottery rank number of Type 4 receives because Type 3 has higher priority over Object B.

An Example

We will go through a simple example to illustrate how the allocation method works. To make things simple, in this example there are four subjects, Subjects 1 to 4, and three types of objects, Object A, Object B and Object C. (Remember in our experiment there are 5 subjects and 5 objects.) Objects A and B have 1 unit each, and Object C has 2 units. Moreover, Subjects 1 and 2 have priority over Object A, and Subject 4 has priority over Object C. Subject 3 has no priority for any objects.

After all subjects submit their rankings, the computer randomly assigns each subject a “lottery rank number.” For illustrative purposes, assume Subject 1 is assigned the number 3, Subject 2 is assigned the number 2, Subject 3 is assigned the number 4, and Subject 4 is assigned the number 1. Suppose subjects submitted their rankings as follows.

The matching scheme consists of the following rounds.

1. In the first round of the scheme, every subject applies to her first choice, that is, Subject 1 applies for Object A, Subject 2 applies for Object A, Subject 3 applies for Object C, and Subject 4 applies for Object A. Given these applications, Object A is
temporarily matched with Subject 2. Subject 2 is given the highest priority because she is in the high-priority class for Object A and has a higher lottery rank than the other applicant from the high-priority class, namely Subject 1. Though Subject 4 is assigned the highest lottery rank number, she is unmatched because she is in a low priority class and the lottery rank number cannot override the priority class. Object C is temporarily assigned to Subject 3 because Subject 3 is the only applicant. In the end of the first round Subject 1 and 4 are left unmatched.

2. In the second round, the unmatched Subjects 1 and 4 apply for their second choices, Object C. As there is only 1 unit of Object C left while there are two new applicants, Subject 1, 3 and 4 are pooled together and Object C are assigned by using their priority rankings. Subject 4 is first temporarily matched as she is in the high priority class for Object C. Then Subject 1 is temporarily matched because both Subject 4 and she are in the low-priority class for Object C but she is assigned a higher lottery rank. In the end of the second round, Subject 3 is left unmatched.

3. In the third round, the unmatched Subject 3 applies for his second choice, Object B. Since Object B still has one unit left, Subject 3 is matched with Object B.

4. As all subjects have been temporarily matched, the outcome is finalized and the scheme ends.

5. The final matching is therefore as follows:
   Subject 1 is matched with Object C.
   Subject 2 is matched with Object A.
   Subject 3 is matched with Object B.
   Subject 4 is matched with Object C.

   Note that in this example as in the experiment every subject will be matched with an object.

Matching Payoff

In this decision problem the payoff of any subject will simply be equal to the value of the object she is matched to, i.e., she will receive 24 ECU if she is assigned to her true first choice given in Table 1, 16 ECU if assigned to her true second choice, and 4 ECU if assigned to her true third choice.

Your final payoff and Your Successor
As we mention at the very beginning of the instruction, after you finish your participation in this decision problem, another subject in next group will take your role and face the identical decision problem with a new set of four other subjects. For example, if you are Type 1 in Group 1, there will be another subject assigned into Type 1 in Group 2 and he or she will have the exact payoff of each object as you do. Your final payoff will be determined by both your own payoff in the decision problem you participate in and by the payoff of your successor in the decision problem that he or she participates in. More specifically, you will earn the sum of your payoffs in the decision problem you participate in plus an amount equal to one half of the payoff of your successor in his or her decision problem.

Advice to Your Successor

Since your payoff depends on how your successor behaves, we will allow you to give advice to your successor in private after you review your match and corresponding payoff. The advice consists of two parts. You are first asked to recommend a ranking of objects which your successor should rank first, second and third. In the example of computer screen on next page, the subject is of Type X and she is asked to submit her recommendation for her successor who is also assigned into Type X.

After submitting your suggestion and clicking OK button, you will navigate to a new screen which provides a space to write comments for your successor about the choice he or she should make. As shown in the example of the computer screen on next page, you can type messages in the box where the cursor is. Hit the enter key after each sentence
and the messages will then be shown in the advice box. You may write any information you believe relevant to the choices of your successor. If you wish, you may also tell your successor which choices you have made and your final allocation and payoff in the problem you have participated in.

Unless you are the first person ever to participate in Decision Problem 1, you will see the advice given by the person in the previous group as soon as you start the problem.

Summary
In sum, Decision Problem 1 will proceed as follows. Subjects are assigned to one of four groups and the groups will make their decisions in a sequential order. When it is time for your group to make decisions, you will first see a recommended rank of objects and advice given by the person of your own type in the previous group. You are then asked to state your preference over objects by ranking which is your most preferred, which is your second most preferred, and which is your third most preferred. After the matching scheme determines the object you are matched to and the corresponding payoff, you will leave your advice to your successor.

Decision Problem 2
This is a totally different decision problem than Problem 1. Your task is to choose between two lottery tickets that are denoted “Option A” and “Option B.” You will make ten choices but only one of them will be used to determine your earnings. Each decision has an equal chance of being selected, but you will not know in advance which decision will be used. The figure above shows the computer screen you will face.
Look at the first situation in the figure. If you choose Option A, there is a 1/10 chance that you earn 2.00 ECU while 9/10 chance that you earn 1.60 ECU. If you choose Option B, you have a 1/10 chance to earn 3.85 ECU and 9/10 chance to earn 0.10 ECU. Other situations are similar, except that as you move down the table, the chances of the higher payoff for each option increase. In fact, for Decision 10 in the bottom row, there is no uncertainty for each option and so your choice is simply to choose between 2.00 ECU and 3.85 ECU. To summarize, you will make ten choices: for each decision row you will have to choose between Option A and Option B. You may choose A for some decision rows and B for other rows.

Once you have made all ten decisions, click on OK button. Then the computer will first randomly select one situation and then run a lottery to determine your payment. For example, if Situation 9 is randomly selected and you chose option A in that case, then you get 2.00 ECU with probability 9/10 and 1.60 ECU with probability 1/10.

### A.2 Instructions for the Intergenerational Boston Mechanism

... 

#### The Matching Scheme

In the matching scheme each subject is required to submit a ranking over three objects. A ranking is simply a list of objects that a subject states that she prefers first, second or third, and the ranking must contain all three objects. For instance, she cannot state
some object are both her first and second preferred and omit another object in her list. She will receive 24 ECU if she is assigned to her true first choice given in Table 1, 16 ECU if assigned to her true second choice, and 4 ECU if assigned to her true third choice. Note that her payoff depends on the value of the object she is matched with as defined in Table 1.

As we will see in this section describing the matching scheme, the objects you will be matched with will depend on the rankings you submit, the number of subjects wanting the various objects, the priorities of the subjects wanting the same object, and the lottery used to break ties when more people with the same priority want the same object.

The matching scheme has seven steps and works as follows:

Step 1) All subjects enter their rankings for the objects into their computers and hit the confirm button.

Step 2) The computer will then take each subject’s stated first choice.

Step 3) For each type of object, if the number of the applicants is less than the available number of units, all applicants are matched with the object for which they applied. Otherwise, this type of object will be allocated to the applicants by using their priority rankings from the highest to the lowest until all units are exhausted. Low-priority applicants in excess of the number of units will be left unmatched.

Step 4) If at the end of the first round all subjects are matched with objects, the matching process is over. If there are unmatched subjects, a second round starts where all unmatched subjects are sent to their second ranked objects.

Step 5) In the second round, for each type of object, if there are still units available and the number remaining is greater than the number of new applicants, all new applicants are matched with the object for which they applied. Otherwise, this type of object will be allocated to the applicants by using their priority rankings from the highest to the lowest until all remaining units are exhausted. If this type of object has already run out in the first round, all new applicants are left unmatched.

Step 6) The scheme ends if each subject is assigned to an object by the end of the second round. Otherwise, the remaining unassigned subjects are assigned to their last choices.

There is one last step required to make the scheme work. When more subjects of equal priority apply for an object than there are units available, the scheme needs a lottery to break ties. To solve this problem we need step 7.

Step 7) At the very beginning of the matching scheme before round 1, the computer will randomly rank the subjects from first to twentieth. Let us call this a type’s “lottery rank number.” The smaller rank number a subject receives, the higher priority she is given when it comes to break ties. For example, if a Type 4 subject and a Type 5 subject
apply to the same type of object while one is assigned a lottery rank 2 and the other
lottery rank 5, the one with lottery rank 2 will be given priority over the one with rank
5 whenever ties need to be broken. Note, however, that a high lottery rank number
does not supersede higher priority classes but only gives priority to subjects in the same
priority class. If a Type 4 subject is assigned lottery rank 1 and he applies for Object
B with another Type 3 subject, the Type 3 will be first assigned the object no matter
what the “lottery rank number” of Type 4 subject receives because type 3 is in the high
priority class. The lottery rank number is only applicable among subjects who have equal
priority for a type of object.

An Example

We will go through a simple example to illustrate how the allocation method works.
To make things simple, in this example assume there are four subjects, 1-4, and three
type of objects, Object A, B and C (Remember in our experiment there are 20 subjects
and 20 objects.) Objects A and C have 1 unit each, and Object B has 2 units. Moreover,
Object A gives priority to Subjects 1 and 2, and Object C gives priority to Subject 4.
Subject 3 has no priority for any objects.

After all subjects submit their rankings, the computer randomly assigns each subject a
“lottery rank number.” For illustrative purpose, assume Subject 1 is assigned the number
2, Subject 2 is assigned the number 1, Subject 3 is assigned the number 3, and Subject
4 is assigned the number 4. Suppose subjects submitted their rankings as follows.

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
<th>Subject 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st preferred</td>
<td>A</td>
<td>A</td>
<td>C</td>
</tr>
<tr>
<td>2nd preferred</td>
<td>C</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>3rd preferred</td>
<td>B</td>
<td>C</td>
<td>A</td>
</tr>
</tbody>
</table>

The matching scheme consists of the following rounds.
1. In the first round of the procedure, every subject applies for her first choice, that
is, Subject 1 applies for Object A, Subject 2 applies for Object A, Subject 3 applies for
Object C, and Subject 4 applies for Object C. Given these applications, Object A is
matched with Subject 2. This is true because even though both Subjects 1 and 2 belong
to the high priority class for Object A, Subject 2 receives the lottery rank 1, which is
higher than that of Subject 1. Object C is matched with Subject 4, because Subject 4 is
in the high priority class for Object C. Though Subject 3 receives a higher lottery rank
than Subject 4, the lottery rank cannot override the priority class. In the end of the first
round, Subject 1 and 3 are left unmatched.

2. In the second round, the unmatched Subjects 1 and 3 apply for their second choices:
Subject 1 applies for Object C, and Subject 3 applies for Object B. Since there are no more Object C's is left, Subject 1 is unmatched. Subject 3 is matched with object B.

3. In the third round, the unmatched Subject 1 applies for his third choice, Object B. Since Object B still has one unit left, Subject 1 is matched with Object B and the mechanism stops.

4. The final matching is therefore as follows:
   Subject 1 is matched with Object B.
   Subject 2 is matched with Object A.
   Subject 3 is matched with Object B.
   Subject 4 is matched with Object C.

Note that in this example as in the experiment every subject will be matched with an object.

A.3 Instructions for the Repeated Gale-Shapley Mechanism

The currency used in this experiment is what we call “Experimental Currency Units” (ECU). All payoffs will be denominated in ECU. Your earnings in ECU will be converted into U.S. dollars at the ratio of 1:1. Details of how you will make decisions will be provided below.

Decision Problem 1

As you look around the lab you will see 19 other subjects who will be participating in the experiment (20 in total). At the beginning of the first decision problem, you will be randomly assigned into types in the sense that among these 20 subjects four of you will be of Type 1, four will be of Type 2, four will be of Type 3, four will be of Type 4 and four will be of Type 5. You will participate in Decision Problem 1 for 20 periods. Your type will remain the same in each of these 20 periods. At each period you will be randomly divided into four groups and each group will have five subjects. In particular, every subject in a group will have a different type. i.e., there will be one subject each of Type 1, Type 2, Type 3, Type 4 and Type 5. After each period we will randomly match you with four other subjects so that you will not interact with the same subjects over the entire 20 periods of Decision Problem 1 but rather get a new set of subjects chosen randomly at each period.

Final Payoffs

As stated before, your type (i.e., your matching payoff of each object and your priority right) will remain the same at all periods and you will face the same matching problem.
At the end of the 20th period of Decision Problem 1, a lottery will be drawn to determine which period is payoff relevant. For instance, suppose the lottery determines you will be paid for Period 9, you will be paid 24 ECU if you are matched to your true first choice as specified in Table 1, 16 ECU if assigned to your true second choice, and 4 ECU if assigned to your true third choice in that period.